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Abstract— Revealing an abstract view of the network is
essential for the new paradigm of developing network-aware
adaptive applications that can fully leverage the available com-
putation and storage resources and achieve better business
values. In this paper, we introduce ONV, a novel abstraction of
flow-based on-demand network view. The ONV models network
views as linear constraints on network-related variables in
application-layer objective functions, and provides “equivalent”
network views that allow applications to achieve the same optimal
objectives as if they have the global information. We prove the
lower bound for the number of links contained in an equivalent
network view, and propose two algorithms to effectively calculate
on-demand equivalent network views. We evaluate the efficacy
and the efficiency of our algorithms extensively with real-world
topologies. Evaluations demonstrate that the ONV can simplify
the network up to 80% while maintaining an equivalent view
of the network. Even for a large network with more than
25 000 links and a request containing 3000 flows, the result can
be effectively computed in less than 1 min on a commodity server.

Index Terms— Software-defined networking, routing algebra,
quality of service, resource abstraction.

I. INTRODUCTION

LARGE-SCALE distributed systems, such as geo-
distributed data centers [1] and international scientific

research programs [2], [3], have components (data cen-
ters, sites, etc.) located in different cities, countries and
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even continents. To ensure connectivity and minimal perfor-
mance guarantees, these components are usually connected by
tunnels with resource reservations.

Advanced network management technologies such as Soft-
ware Defined Networking (SDN) have enabled network ser-
vice providers to provide on-demand resource reservations,
such as AT&T’s Domain 2.0 [4] and ESNet’s OSCAR
system [5]. Network tenants can adjust the reservations flexi-
bly to better match their demands.

However, demands of large-scale distributed systems are
usually not fixed because of data replications and service
load balancing – the same transfer job can be done using
different components. In the meantime, orchestration systems
such as Microsoft’s Clarinet system [6] have been developed
to optimize the large-scale query jobs across different geo-
distributed data centers based on real-time inter-connection
qualities, i.e., the optimal demands of such systems depend
on the available resources.

It is quite common that tenants decide their optimal
demands based on a certain objective function of avail-
able resources and end-to-end metrics, such as high tun-
nel utilization [1], flow completion time [7], job completion
time [6], throughput [8], etc. Without the ability to accurately
know the available resources, a tenant can only make blind
guesses which may lead to conservative or unrealistic reserva-
tions, and hurt the tenant’s quality of service. Thus, it’s becom-
ing increasingly important that network service providers offer
on-demand resource abstractions to help tenants better exploit
the flexibility of on-demand resource reservations.

SDN enables a network to collect information from all
the devices and construct a global view, which may contain
essential quality of service (QoS) metrics such as available
bandwidth, loss rate and routing cost values, which are critical
to performance of distributed applications.

Unfortunately, while northbound APIs for “apps” (manage-
ment programs) to access the global view have been provided
by many SDN controllers (e.g., [9]–[12]), they are usually
not open to non-administrative parties. Major concerns include
privacy and security, because the global view contains sensitive
information that can be leveraged to conduct attacks on the
SDN infrastructure [13]. Also, the global view is not friendly
to program with because it can contain a lot of redundant
information and lead to unnecessary communication overhead.

Thus, a problem arises on how to provide an abstract
network view which can both eliminate these drawbacks and
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still provide high-quality information. It is non-trivial because
of the following challenges:

• Feasibility: A decision made with the abstract view
should also be feasible in the original network. Infeasible
reservations are either rejected, or lead to over-subscribed
tunnels which may eventually lead to congestion.

• Generality: The abstract view should be general enough
to provide fine-grained information and suffice the
demands of applications with heterogeneous objectives.

• Optimality: A decision made with the abstract view
should be as optimal as with the original network infor-
mation. A suboptimal solution will affect the quality of
service and cannot fully utilize the network resources.

• Privacy: The abstract view must be able to protect the pri-
vacy of the network service provider, making it difficult
for malicious applications to infer the global information.

• Efficiency: The abstract view should not introduce too
much computation/communication overhead, even with
moderately large networks and workloads.

Existing abstractions [14]–[23] usually target at a cer-
tain type of scenario and cannot support applications which
require fine-grained QoS metrics. For example, many of these
abstractions cannot accurately represent bottlenecks shared by
multiple correlated flows in an arbitrary network, which is
critical in emerging use cases such as geo-distributed data
centers [1], [24], [25] and scientific computing platforms [26].

In this paper, we take the first step towards providing
high-quality network information for network-aware adap-
tive applications with ONV, an abstraction for flow-based
On-demand Network View. Based on the observation that net-
work information is eventually used by applications to conduct
optimizations, ONV provides equivalent network view which
satisfies the aforementioned properties simultaneously.

The main contributions in this paper include:
• We systematically investigate the problem of provid-

ing on-demand network view for network-aware adap-
tive applications with heterogeneous optimization goals,
a missing functionality from current SDN northbound
API design.

• We address the challenges by proposing ONV, an abstrac-
tion for flow-based on-demand network view. ONV
is based on the concept of equivalent network view.
We derive the criteria of equivalent network view and
gives the lower bound of number of links.

• We propose two algorithms which conduct equivalent
network transformations to obtain the equivalent network
view.

• We implement a prototype of ONV and evaluate its
performance using real applications over simulated net-
works of real topologies. Evaluations show that ONV
guarantees both feasibility and optimality, improves pri-
vacy by reducing information leak, and reduces the
communication overhead by a factor of 1.25 to 5 even
for large networks (real ISP network topologies with up
10000 nodes and 30000 links) and large workloads (more
than 3000 flows).

The rest of the paper is organized as follows. We sum-
marize the demands for fine-grained network views, existing

abstractions and their limitations in Section II. Formal descrip-
tions of the abstraction problem and the equivalent net-
work view are then given in Section III and Section IV
respectively, followed by the transformation algorithms in
Section V. We evaluate the prototype and analyze the
results in Section VI. Finally, we discuss the related work
and give conclusions in Section VII and Section VIII
respectively.

II. MOTIVATION

In this section we discuss the motivation that drives our
research. See the network in Fig. 1(a). Assume an application
(a web service provider) has three services colored in red,
blue and brown respectively on the left-hand side, while
there are six clients using different services on the right-hand
side. Assume the red service is live streaming, blue is video
subscribing and brown is large file downloading. All three
services require high bandwidth so it is important to know
the bottlenecks in the network. Thus, the application sends
a request on the bandwidth correlation of the six flows to
the network. Meanwhile, the application does not want the
network to know about how it would manage the services.
Thus, it does not provide any further information.

The naive approach returns the slice containing 1) all the
links on the flow paths with the associated bandwidth infor-
mation, and 2) how the links are shared by the flows, as shown
in Fig. 1(a) in this case. However, this can lead to information
leaks so that malicious applications may leverage this service
to infer the network information, which jeopardizes the privacy
of the network service provider. Also as the network size
increases, the topology cannot be effectively represented.

The hose model, also known as the one-big-switch abstrac-
tion, returns the network as a single big switch as demonstrated
in Fig. 1(b). However, the application would only know
the available bandwidth on the ingress/egress “port”. If the
bottleneck is the upper middle link, it is not propagated to
the application. Thus, the application may incorrectly increase
the traffic for the blue flows without knowing that they are
correlated with r1, which leads to congestion. Because of the
TCP congestion control mechanism, congestion would reduce
the throughput of all the flows sharing the same link, leading
to an overall performance degradation.

The end-to-end abstraction as demonstrated in Fig. 1(c)
is completely useless in this case. It has the same problem
as the one-big-switch abstraction that information about the
bottleneck within the network cannot be accurately provided
to the application.

Topology aggregation [22] is a common technique to reduce
the topology size. However, it also suffers from the inca-
pability of providing accurate information about the flow
correlations. What is worse, if not aggregated correctly as
in Fig. 1(d), it may introduce unnecessary bottlenecks that
lead to suboptimal decisions right in the beginning.

A simple observation is that the lower middle link and
the lower right link are both shared by r2 and y2 only.
Thus, we can aggregate them together as a new virtual link,
as demonstrated in Fig. 1(e). One may think we can just
delete one of them. However, if the application asks for the
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Fig. 1. Comparison between different network view abstractions. (a) The sliced network view. (b) One-big-switch abstraction. (c) End-to-end abstraction.
(d) Incorrect topology aggregation. (e) Simple equivalent aggregation. (f) Advanced equivalent transformation.

end-to-end routing metrics such as hop count at the same time,
deletion would return incorrect values for the two flows.

Meanwhile, if we already know that the upper middle
link would not be the bottleneck, the network view can be
further reduced, as demonstrated in Fig. 1(f). It is worth
noticing that just like the case with the simple equivalent
aggregation, we cannot just delete it if end-to-end metrics are
also requested.

Thus, the question arises on how we can determine what
kind of links can be reduced and how to reduce them correctly.
In order to answer this question, we introduce the concept
of equivalent network view and propose ONV with efficient
algorithms to compute the equivalent network view.

III. ON-DEMAND NETWORK VIEWS

In this section, we formally define the model of on-demand
network views and the theoretical foundations – the variant
routing metric algebra, and the unified network element.
We also discuss how to encode on-demand network views.

A. Basic Settings

We first formally define the models for the networks and
applications discussed in this paper, as summarized in Table I.

1) Network: A network is a graph of arbitrary topology
consisting of a set of M unified network elements or simply
element (defined in Section III-C). For each element, the net-
work can provide two kinds of routing metrics:

• A flow-independent metric represents a metric whose
value is independent of the flow correlations, i.e., the
existence of a flow would not affect the value of another
flow’s flow-independent metric sharing the same network
element. Common flow-independent metrics used in QoS
routing [27] include hop count, delay, and loss rate.1 We
also require these metrics to be linearly addictive, i.e.,
for a given metric w and two network elements a and b,
w(a + b) = w(a)⊕ w(b).

1Delay, and loss rate are sensitive to traffic volumes so their real time values
are not flow independent. However, they are considered flow independent
when measured statistically, as used in network tomography [28].

TABLE I

SYMBOLS FOR NETWORK VIEW ABSTRACTION

• A flow-correlated metric represents a network resource
that is shared among flows. Bandwidth is the most
common and also the most important flow-correlated
metric. Other shared resources such as flow entries or
middlebox-related metrics may also exist in certain sce-
narios. We require the resource constraints to be linear,
i.e., for a given resource and two flows f1 and f2,
w({f1}) + w({f2}) = w({f1, f2}).

Without loss of generality, we number the elements
from 1 to M where the j-th element is denoted as ej .
Let E = {e1, . . . , eM}. Assume each element has Ki

flow-independent metrics and Kc flow-correlated metrics.
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TABLE II

THE VARIANT ROUTING METRIC ALGEBRA

For the j-th element ej , the k-th flow-independent metric is
denoted as pj,k and the k-th flow-correlated metric is denoted
as qj,k. Let P = (pj,k)M×Ki and Q = (qj,k)M×Kc .

2) Application: Each application contains a set of N unidi-
rectional flows, which is based on the observation that appli-
cations may have asymmetric traffic demands. An application
has a private objective function, which depends on three types
of information as listed below and is subject to some private
constraints:

• Per-flow end-to-end metrics: An end-to-end metric rep-
resents the end-to-end performance a certain flow can
obtain, such as delay, loss rate, etc. End-to-end metrics
correspond to the flow-independent metrics.

• Per-flow resource allocations: A per-flow resource allo-
cation represents how much resource (e.g., bandwidth) a
given flow can use, and corresponds to a flow-correlated
metric.

• Private variables: A private variable represents informa-
tion that is not known by the network provider, such
as CPU utilization, available memory or even bandwidth
constraints in a private network.

The flows are numbered from 1 to N and the i-th flow is
denoted as fi. Let F = {f1, . . . , fN}. Assume Ki represents
the number of end-to-end metrics, Kc represents the number of
resources, and Kp represents the number of private variables.
For the i-th flow, we use xi,k to denote its k-th end-to-end
metric and yi,k to denote its allocation for the k-th resource.
We number the private variables from 1 to Kp and denote the
k-th variable as zk.

We use U(X, Y, Z) to represent the private objective func-
tion, where X = (xi,k)N×Ki , Y = (yi,k)N×Kc , and Z =
(zk)1×Kp . Without loss of generality, we assume smaller
objective values indicate better results. For objective functions
that an application wants to maximize, we can easily construct
U ′(X, Y, Z) = −U(X, Y, Z) and use U ′ as the objective
function instead.

Assume there are Kpc private constraints, and the
i-th private constraint is denoted as gi(X, Y, Z) ≤ 0. Both U 2

and gi are arbitrary functions with the mild assumption that the
application can find the minimum objective under all private
constraints and additional linear constraints on X and Y .

3) Routing: We consider the case where the tunnels are
simple paths, i.e., there are no loops or branches. Let
ai,j denote whether fi traverses ej and routing matrix
A = (ai,j)N×M .

2Even though the correctness of this paper does not have any additional
assumption on U as long as the application can solve it under linear constraints
and the given set of private constraints, a common assumption in practice is
that the objective function is concave.

Fig. 2. Topology to demonstrate different definitions of path.

B. The Variant Routing Metric Algebra

The routing metric algebra, introduced by Sobrinho to
implement QoS-based routing [29], is based on path concate-
nation. It can be represented as (P ,S, w, ◦,⊕,�). P is the
set of paths and S is a closed set of metrics. The weight
function w maps a path from P to a given metric in S. The
concatenation operator ◦ is a binary operator on P , which
takes two paths and returns a new one. Operator ⊕ is a binary
operator on S and � is a binary relation on S.

In this paper, we introduce a variant of the routing metric
algebra. First, to better formulate the constraints on flow-
independent metrics, we introduce a new ⊗ : N × S �→
S operator to linearize the metric calculation. The opera-
tor basically means the same link is traversed for multiple
times.

Second, we relax the constraint on path concatenation in
the original algebra, by extending the meaning of path from
a walk of nodes to a set of unified network elements (defined
in Section III-C). Consider the network in Fig. 2, the only
valid path from v0 to v4 in the original QoS algebra is
〈v0, v1, v2, v3, v4〉, but with our algebra a path can be any
permutation of {e1, e2, e3, e4} (24 combinations).

We use (P ,S, w, ◦,⊕,�,⊗) to describe our variant routing
algebra. (S,⊕) is a semigroup so that ⊕ is commutative and
associative. We also require that the ⊗ operator is distributive
over ⊕. Concrete examples of some common routing metrics
are demonstrated in Table II.

C. Unified Network Elements

Traditional graph representations of a network would treat
links and nodes differently because the routing capability
is only provided on nodes (switches/routers/middleboxes).
However, since routing is not a mandatory functionality in our
network view definition, we can generalize the nodes and links
as unified network elements to simplify the representation.

For example, a deep packet inspection (DPI) middlebox
may have a maximum processing speed, which yields a
constraint on the total throughput passing through this DPI
node. From the applications’ perspective, it is not different
from a bottleneck link.

However, certain metrics may only appear on certain types
of network elements. To guarantee that these unified network
elements would not affect the results of routing metric algebra,
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we must alter the weight function w as:

w∗(p) =

{
w(p) if w(p) exists

e otherwise

where e is the identity of w and some concrete examples are
given in Table II.

Links, nodes and middleboxes are transformed into unified
elements differently. For example, a duplex link should be
treated as two unified network elements because flows could
traverse it from both directions. Meanwhile, a middlebox
should be treated as a single element because flows from dif-
ferent directions are throttled by the computation capability –
a single bottleneck.

Unified network elements have several benefits. First, this
unified representation of links/nodes greatly simplifies our
analysis. Second, it provides a high-level abstraction which
focuses on the metrics’ semantics rather than how the metrics
are computed/constrained.

D. Abstract Network View

We use the symbols defined in Section III-A and formally
define the on-demand network view.

Flow-independent metrics are formulated as equations
according to the variant routing metric algebra. For example,
the hop count between two end hosts is equal to the sum of
hop counts of each link on the path. We have:

xi,k =
⊕

j

ai,j ⊗ pj,k ⇔ X = A× P.

If fi consumes the same resource on all network elements it
traverses, the flow-correlated metrics are formulated as linear
constraints. The total resource consumption of all the flows on
a single element must not exceed the available amount, i.e.,∑

i

ai,jyi,k ≤ qj,k ⇔ ATY ≤ Q.

Thus, the network view can be formulated as a tuple of
three elements: V = (A, P, Q). Based on this network view
model, an abstraction can be defined as follows:

Definition 1 (Network View Abstraction): A network view
abstraction is a transform function T which takes the original
network view V and returns an abstract view V ′, i.e.,

V ′(A, P, Q) = T (V (A, P, Q))

E. Encoding Abstract Network Views

We use flow path map and element map to efficiently encode
an abstract network view. The flow path map, as the name
suggests, is a dictionary object which maps a flow identifier
to its flow path. Each flow path is a list of element identifiers.
Each element identifier uniquely represents a unified network
element, and each appearance in a flow path indicates that the
flow traverses the corresponding network element once. The
element map is a dictionary object which maps an element
identifier to its properties. Properties are encoded in a key:
value style. The Backus-Naur Form (BNF) for our abstract
network view encoding is given in Fig. 3. An example is given

Fig. 3. The BNF for abstract network view encoding.

Fig. 4. Encoding an abstract network view for Fig. 2.

in Fig. 4, which uses the topology in Fig. 2 with one end-
to-end metric (“routingcost”) and one flow-correlated metric
(“bandwidth”). There are two flows, one from v0 to v4 and
the other from v4 to v0. Each link is denoted as two elements,
where ei = (vi−1, vi) for i ∈ [1, 4] and ei = (vi−4, vi−5) for
i ∈ [5, 8]. However, this abstract network view is not optimal
because it contains some redundant information.

Since the number of flows is fixed, the size of an abstract
network view is mostly determined by the number of elements
and their appearances in the flow path map. We use ‖V ‖ to
denote the size of a view, which is measured by the number
of unified network elements.

IV. EQUIVALENT NETWORK VIEW

In this section, we introduce equivalent network view and
an effective criterion to verify the equivalence. Furthermore,
we give a lower bound of the number of unified network
elements contained in an equivalent on-demand network view.

A. Equivalence of On-Demand Network Views

A key insight is that the returned information is the input
parameters of an objective function, whose result can help
applications make decisions. If the applications can make the
same optimized decision with an abstract network view, we
can say the abstract network view is equivalent.

Consider an application as we model in Section III-A,
the optimization problem can be formulated as

Umin = min U(X, Y, Z)
s.t X = A× P,

O ≤ ATY ≤ Q,

gi(X, Y, Z) ≤ 0, ∀i ∈ [1, Kpc].
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Let Umin(V ) denote the optimal objective for a given
network view V . We define “equivalence” as follows:

Definition 2 (Network View Equivalence): Two network
views V and V ′ are equivalent, if and only if for any
application with flows F and objective function U ,
Umin(V ) = Umin(V ′).

We use the symbol “∼” to represent the network view
equivalence. It can be easily proved that the network view
equivalence is an equivalence relation. We also propose the
criterion in Theorem 1 to simplify the verification.

Theorem 1 (Network View Equivalence Criterion): Two
network views V (A, P, Q) and V ′(A′, P ′, Q′) are equivalent
if and only if for any application with flows F

A× P = A′ × P ′ (1a)

R =
{
Y | ATY ≤ Q

}
=
{
Y | A′TY ≤ Q′

}
= R′ (1b)

Proof: For two network views V and V ′, we use V ∼∗ V ′

and V ∼ V ′ to represent that V and V ′ are equivalent by the
criterion and are equivalent by definition respectively. It can
be easily proved that if V ∼∗ V ′, V ∼ V ′ because they have
exactly the same domain space and thus the same image space.
For the other direction, we prove it by contradiction.

We first assume that there exists V ∼ V ′ but V �
∗ V ′,

i.e., either Equation 1a or Equation 1b does not hold.
Assume Equation 1a does not hold. For any X = A×P �=

A′ × P ′ = X ′, we find one entry that is not equal in X
and X ′, say xi,k �= x′

i,k and construct an objective function
U(X, Y, Z) = xi,k or U(X, Y, Z) = −xi,k based on whether
smaller xi,k is better. Thus, the two network views have
different optimal values and are not equivalent by definition,
which contradicts with our assumption.

Assume Equation 1b does not hold, ∃Ŷ ∈ (R \R′) ∪
(R′ \R). Without loss of generality, let Ŷ ∈ R \ R′. Since
Ŷ /∈ R′, there exist j, k such that (A′TŶ )j,k = û > qj,k.
Now we construct a linear objective function U(X, Y, Z) =
−(A′TY )j,k, and assume the optimal objectives are u and u′

respectively. We have u ≤ −û < −qj,k = u′ which means
the objective function has different optimal objective values
for the two network views. Again, we get a contradiction.

Thus, we can conclude that if V ∼ V ′, V ∼∗ V ′ and the
criterion is both sufficient and necessary.

We have proved that the network views satisfying this crite-
rion also satisfy Definition 2. Thus, it allows us to effectively
verify two network views are equivalent for applications with
arbitrary objective functions and arbitrary fine-grained routing
metrics as long as they fit in the variant routing metric algebra.

B. Lower Bound of ‖V ‖
For a given on-demand network view, there exists a set of

equivalent network views which construct an equivalent class.
To improve privacy and reduce communication overhead, one
might want to return the minimal equivalent network view.

In this section, we present two extreme cases:
1) only flow-independent information is requested, and
2) only flow-correlated information is requested.

As we demonstrate in Section V-B, the general case can be
processed in two stages and each stage corresponds to an
extreme case.

1) Lower Bound of ‖V ‖ for Flow-Independent Metrics:
When only flow-independent information is requested,
the equivalent network view only needs to provide the same
X for each flow. Since ‖V ‖ equals the column rank of A,
the equivalent network view with the minimal ‖V ‖ has the
smallest column rank of A. The problem is equivalent to the
optimal non-negative matrix factorization problem, which has
been proved to be NP-Hard [30].

2) Lower Bound of ‖V ‖ for Flow-Correlated Information:
When only flow-correlated information is requested, equiva-
lent network views should return the same feasible region,
which is determined by a set of linear constraints. Since each
constraint is essentially one network element, ‖V ‖ is directly
related to the number of constraints.

We first introduce the definition of redundant linear con-
straint by Telgen [31] and propose Theorem 2.

Definition 3 (Redundant Linear Constraint – elgen [31]):
For a linear system whose feasible region R =

{
�x | A�x ≤ �b

}
,

the k-the constraint Ak�x ≤ bk is redundant if and only if the
feasible region Rk = {�x | Ai�x ≤ bi, i �= k} is equal to R,
i.e. Rk = R.

Theorem 2: If only flow-correlated information is
requested, ‖V ‖ is minimal if and only if the corresponding
constraint set C = {cj|cj : AT

jY ≤ Qj} has no redundant
constraints.

Proof: ⇒: Consider the opposite that ‖V ‖ is minimal but
C contains redundant constraints. According to the definition
of redundant constraints by Telgen [31], we can remove the
redundant constraints but still obtain the same feasible region.
Thus, we have a network view with a smaller ‖V ‖ and it leads
to a contradiction.
⇐: Consider the opposite that C contains no redundant

constraints but ‖V ‖ is not minimal. Let C′ represents the
equivalent constraint set of the minimal size and ‖C′‖ <
‖C‖. Since C and C′ have the same feasible region, they
also have the same feasible region as C ∪ C′. Since C
contains no redundant constraints, there exists at least one
c∗ ∈ (C ∪C′) \ C which is redundant. Thus, C′ contains
a redundant constraint and cannot have the minimal num-
ber of element, which leads to a contradiction with our
assumption.

The problem of finding redundant linear constraints has
been widely studied. For example, Paulraj and Sumathi [32]
have summarized several algorithms to find the redundant
constraints. Since there exists polynomial time algorithms for
linear programming [33], the problem can also be solved in
polynomial time.

V. EQUIVALENT NETWORK VIEW TRANSFORMATIONS

In this section, we introduce ONV, the On-demand Network
View Abstraction which conducts equivalent transformations to
obtain an equivalent network view. ONV consists of two algo-
rithms, namely equivalent element aggregation and equivalent
element decomposition. We prove both algorithms guarantee
the equivalence condition, and analyze how they can improve
efficiency and privacy.
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Fig. 5. Equivalent element aggregation.

Algorithm 1: Equivalent Element Aggregation

Input: V (A, P, Q)
Output: V ′(A′, P ′, Q′)

1 Function EQUIVAGGREGATION(V)
2 V ← {

Vj | Vj ←
(
Aj , Pj , Qj

)
, 1 ≤ j ≤M

}
;

3 G ← GROUPBY(V , Vj ⇒
(
vj ← Aj , Vi

)
);

4 for Gj ∈ G do
5 V ′

j ← AGGREGATE(vj , {Vmj,1 , . . . , Vmj,|Gj |});
6 M ′ ← |G|;

7 V ′ ←

⎛
⎜⎝[A′1 · · · A′M ′]

,

⎡
⎢⎣

P ′
1
...

P ′
M ′

⎤
⎥⎦ ,

⎡
⎢⎣

Q′
1

...
Q′

M ′

⎤
⎥⎦
⎞
⎟⎠;

8 return V ′

9 Function AGGREGATE(vj , {Vmj,1 , . . . , Vmj,|Gj |})
10 A′j = vj ;

11 P ′
j ←

[⊕
i

pmj,i,1, . . . ,
⊕

i

pmj,i,Ki

]
;

12 Q′
j ←

[
min

i
qmj,i,1, . . . , min

i
qmj,i,Kc

]
;

13 return
(
A′j , P ′

j , Q
′
j

)

A. Equivalent Element Aggregation

In this section, we introduce the equivalent aggregation.
The example in Fig. 5 demonstrates the intuition: There are
three flows with different colors and only they traverse both
e1 and e2, so that we “aggregate” them together as a single
element e∗. We give an algorithm in Algorithm 1 which
guarantees that the resulted network view is equivalent to
the original one. We analyze its efficiency and prove its
correctness.

The network view is represented as row vectors (com-
ponents), as demonstrated in Line 2. Line 3 groups the
j-th component Vj(Aj , Pj , Qj) using the j-th row vector in
A, Aj , as the key. M ′ denotes the number of groups, and
the index of the k-th member in the j-th group is denoted
as mj,k. Line 5 computes the aggregation of the components
in each group. Finally Line 7 constructs the new network
view by merging all the aggregated components. For each

component Vj , the time complexity for the grouping and
the aggregation is O(N(Ki + Kc)) and O(N(Ki + Kc))
respectively while the MERGE process is totally logical, which
yields a total time of O(MN(Ki + Kc)).

Now we prove the element aggregation algorithm is correct,
in the sense that it maintains the equivalence condition.

Theorem 3: V ′ ← EQUIVAGGREGATION(V ), V ′ ∼ V .
Proof: Assume gj,i represents the index of the

i-th components in Gj , and let bj ← mini mj,i and cj,k ←
argmin qmj,i,k.

First we check Equation 1a is met. Since X = A× P , we
have

xi,k

=
⊕

j

ai,j ⊗ pj,k =
⊕

1≤j′≤M ′

⎛
⎝ ⊕

1≤l≤|Gj′ |
ai,mj′,l

⊗ pmj′,l,k

⎞
⎠

=
⊕

1≤j′≤M ′

⎛
⎝ ⊕

1≤l≤|Gj′ |
ai,bj′ ⊗ pmj′,l,k

⎞
⎠

=
⊕

1≤j′≤M ′
ai,bj′ ⊗

⎛
⎝ ⊕

1≤l≤|Gj′ |
pmj′,l,k

⎞
⎠

=
⊕

1≤j′≤M ′
ai,bj′ ⊗ p′j′,k = x′

i,k.

The key steps are based on the facts that ⊕ is transi-
tive and commutative, ⊗ is distributive over ⊕, and ∀l ∈
[1, |Gj′ |], ai,bj′ = ai,mj′,l

.
Now we check Equation 1b. We have

R =
{
Y | AT

jY
k ≤ qj,k, ∀j, k}

R′ =
{

Y | A′T
jY

k ≤ q′j,k, ∀j, k
}

=
{

Y | A′T
cj′,k

Y k ≤ qcj′,k,k, ∀j′, k
}

.

Since the constraints of R′ is a subset of R, R ⊆ R′. If R′ �=
R, ∃Ŷ ∈ R′ \ R, meaning Ŷ at least violates one constraint
in R, say for ĵ and k̂, i.e.,

AT
ĵ
Ŷ k̂ > qĵ,k̂ ≥ min

l
qmĵ′,l,k̂

= qcĵ,k̂,k̂,

which means Ŷ also violates one constraint in R′ and leads
to contradiction with our assumption. So we have R = R′.

By Theorem 1, V ′ ∼ V .

B. Equivalent Element Decomposition

In this section, we introduce the details of equivalent
element decomposition, which can substantially improve the
performance of equivalent element aggregation.

Algorithm 1 guarantees the equivalence condition which
is important to prove the correctness of ONV, however,
the condition to aggregate components is not easy to be
satisfied without further processing. Thus, we need to conduct
another equivalent transformation in practice, namely equiva-
lent element decomposition. An example of equivalent element
decomposition is given in Fig. 6, where only the red flow
traverses ea, only the blue flow traverses eb and only the red
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Fig. 6. Equivalent element decomposition.

and the blue flows traverse ec. The three elements have the
following metrics:

ea : routingcost = 1, bandwidth = 100Mbps

eb : routingcost = 2, bandwidth = 100Mbps

ec : routingcost = 3, bandwidth = 200Mbps

Aa =
[
1
0

]
, Ab =

[
0
1

]
, Ac =

[
1
1

]
.

According to grouping condition, there will be three differ-
ent groups. But we can make the observation that since the
constraint for ec: bw1 + bw2 ≤ 200 is redundant, we can
decompose ec as two unified network elements ec1 and ec2

where

ec1 : routingcost = 3, bandwidth = 200Mbps

ec2 : routingcost = 3, bandwidth = 200Mbps

Ac1 =
[
1
0

]
, Ac2 =

[
0
1

]
.

After ec is decomposed, we can invoke EQUIVAGGREGATION

(Algorithm 1) and ec1 and ec2 can be aggregated with a and b
respectively.

Theorem 4 gives the condition when an element can be
safely decomposed without affecting the equivalence condi-
tion. The efficiency and privacy of equivalent decomposition
depend on 1) how to identify redundant components, and
2) how to find the “basis”. The first step corresponds to finding
the minimal equivalent network view with only flow-correlated
information, as discussed in Section IV-B.2, while the second
step is similar to finding the minimal equivalent network view
with flow-independent information, with the constraints that
non-redundant network elements must be contained. Since
the second step has been proved to be NP-Hard, in this
paper, we use a heuristic approach which aims to simplify
the selection of basis, as introduced in Algorithm 2.

Theorem 4: For Vj(Aj , Pj , Qj), we say Vj is redundant if
and only if AT

jY
k ≤ qj,k is redundant for all k. If and only

if Vj is redundant, we can construct an equivalent network
view V ′ = V \ Vj ∪ {Vj,l} where Vj is decomposed as
Vj,l(A′l, P ′

l , Q
′
l) with Aj =

∑
l A

′l, Pj = P ′
l and Qj = Q′

l.
Proof: We still consider the criteria Equation 1a and

Equation 1b and use the same symbols in Theorem 3.

First we can prove criterion Equation 1a holds whether Vj

is redundant or not.

xi,k =
⊕

u

ai,u ⊗ pu,k =
⊕
u�=j

ai,u ⊗ pu,k + ai,j ⊗ pj,k

=
⊕
u�=j

ai,u ⊗ pu,k +

(∑
l

a′
i,l

)
⊗ pj,k

=
⊕
u�=j

ai,u ⊗ pu,k +
⊕

l

a′
i,l ⊗ pj,k

=
⊕
u�=j

ai,u ⊗ pu,k +
⊕

l

a′
i,l ⊗ p′l,k = x′

i,k.

For Equation 1b, first we consider the case when Vj is
redundant but V � V ′. Vj is redundant so that ∀k, AT

jX
k ≤

qj,k is redundant. According to Definition 3, we have feasible
regions R = Rj = R′ for all k. Since we have already proved
that Equation 1a holds, according to Theorem 1, V ∼ V ′

which leads contradiction.
If Vj is not redundant but V ∼ V ′, we can similarly

construct a contradiction between the definition of redundancy
and the equivalence criterion.

Thus, we have proved that Vj can be equivalently decom-
posed if and only if Vj is redundant.

We introduce the concept of dominance of components.
From Theorem 4, we can easily conclude that if an element
can be decomposed, it dominates all the elements in the basis.

Definition 4 (Dominance of Components): We say a com-
ponent Vj is dominated by another component Vj′ , if and
only if, ∀i, ai,j ≤ ai,j′ .

Now we present the details of Algorithm 2. Line 2 iden-
tifies the set of decomposable components D according to
Theorem 4, i.e. ∀Vj ∈ D, Vj is redundant. In each iteration
(Line 4-11), we try to decompose a decomposable elements
into other network elements greedily, in the sense that ∀l,
Vl is dominated by Vj , we decompose Vj to Vl and its
complement. If the routing matrix for Vj is empty, it means
Vj is decomposed to a set of Vls. Otherwise, Vj cannot be

Algorithm 2: Equivalent Element Decomposition

Input: V (A, P, Q)
Output: V ′(A′, P ′, Q′)

1 Function EQUIVDECOMPOSITION(V,F )
2 D ← FINDEQUIVDECOMPOSABLE(V )
3 V ′ ← V
4 foreach Vj ∈ D do
5 V ′ ← V ′ \ {Vj}
6 foreach Vl ∈ V ′ do
7 if Vj can be decomposed to Vl then
8 Vl ← (Al, Pl ⊕ Pj , Ql)
9 Vj ← (Aj −Al, Pj , Qj)

10 if Aj �= �0 then
11 V ′ ← V ′ ∪ {Vj}
12 return V ′
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Fig. 7. The architecture of ONV.

decomposed to existing components so its remnant must be
added back (Line 11).

Finally we invoke EQUIVAGGREGATION(V ′) to aggregate
V ′

j with the same Aj , which is also proved to maintain the
equivalence condition as in Theorem 3. Thus, Algorithm 2
returns the equivalent network view.

For each iteration, the decomposition needs to check
whether a component is dominated by another one, which may
take O(N) time and yield a total running time of O(M2N2).
Since we have assumed that flows only traverse simple paths,
we encode the routing matrix for a component, which is
a binary vector of size N × 1, as a binary integer. This
pre-processing step takes O(MN) time. Thus, the dominance
can be verified in O(log(N)) time using bit and operation.
The update on Line 8 takes only O(Ki) time. The subtraction
on Line 9 can be done using the bit xor operation, which
also takes O(log(N)) time. The routing matrix Aj can be
reconstructed in O(N) time in the outer loop. There are at
most M2 inner iterations and M outer iterations, so the total
execution time is O(M2(log(N) + Ki) + MN).

C. Privacy Enhancement

The equivalent aggregation and equivalent decomposition
are equal to matrix transformations. While the application can
only infer the network elements which cannot be decomposed
without jeopardizing feasibility or optimality, it is impossible
to infer the complete original network state without knowing
the exact value of the transform matrix. Thus, Algorithm 2
can improve the privacy and reduce information leak.

It is worth noting that ONV does not require applications
to specify private information, e.g. private constraints and
objective functions. Thus, it also protects the privacy of the
applications.

D. System Implementation

The architecture of ONV is demonstrated in Fig. 7. User
requests are first sent to the path computation engine, which
obtains the routing matrix A. The ONV engine also pulls the
attribute vectors, i.e., P and Q from a monitoring component.

EQUIVAGGREGATION is first executed to avoid corner cases
in finding redundant resource constraints. If no flow-correlated
information is requested, the FINDEQUIVDECOMPOSABLE

function returns all network elements. Otherwise, it uses
the algorithm in [31] to find network elements with redun-
dant constraints. Finally, EQUIVDECOMPOSITION is executed
and the resulted equivalent network view is encoded as in
Section III-E and returned to the user.

VI. EVALUATION

In this section, we evaluate ONV extensively to answer
the following questions: 1) Can ONV achieve feasibility and
optimality for heterogeneous objective functions? 2) How
much can ONV simplify the network view? 3) How fast can
ONV compute the abstract on-demand network view?

A. Experimental Setup

In this section, we introduce the general experimental setup
of our evaluations and leave the methodologies for each
experiment to the corresponding section.

Topology and Metrics: We use real-world topologies from
two data sets: the topology zoo [34] and rocketfuel [35]. If a
topology already has bandwidth information, we use the values
directly. Otherwise, we generate stepped values for links
from edge to core. We allocate the “routingcost” randomly,
following the standard distribution around the reciprocal of
bandwidth. The values are multiplied by a given constant to
avoid precision issues. For each topology, we generate three
different routing cost distributions.

Algorithms to Find Redundant Constraints: To find the
redundant network elements, we use the linear programming
method introduced in [32].

Abstractions: We use six different network abstractions.
1) The raw network view is computed by the naive

approach which contains all network elements on the
paths.

2) Three various network views are computed by ONV
with different guarantees. The onv-bw view only
guarantees the equivalence of flow-correlated network
resources. All decomposable network elements can be
directly removed and its ‖V ‖ is equal to the number of
non-decomposable network elements. The onv-rc view
only guarantees the equivalence of flow-independent
metrics so it considers all network elements to be
decomposable, i.e., Line 2 of Algorithm 2 returns V .
The onv-both view guarantees equivalent network views
where Line 2 of Algorithm 2 finds redundant network
elements using an paralleled implementation of the
algorithm in [31].

3) The one-big-switch (as in SDX [36]) view removes all
network elements except the ingress/egress ones.

4) The e2e view (as in ALTO [21]) creates a virtual
network element for each flow whose attributes are
calculated with the variant routing algebra.

Flow Requests: We have 7 groups with different num-
bers of flows. There are three types of requests, depending
on the metrics: routingcost-only (rc) bandwidth-only (bw),
and hybrid. As the names suggest, they represent the cases
where 1) only flow-independent metrics are requested, 2) only
flow-correlated metrics are requested, and 3) both metric types
are requested. The flows used in our benchmark are randomly
generated based on the server-client communication pattern.
We select a given subset of endpoints as servers, and for each
server, we pick random endpoints as clients.

Runtime and Data Collection: The prototype system is built
with Python and uses the PuLP framework. The COIN Branch
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Fig. 8. Normalized results for different objective functions using different abstractions. (a) Results for weighted throughput (wpt). (b) Results for flow
completion time (fct). (c) Results for total routing cost (trc).

and Cut (CBC) solver is used solve linear programming
problems. The evaluations are emulated on a server with Linux
kernel 3.19.0-25, 6 quad-core Intel(R) Xeon(R) E5-2620 v3
@2.40GHz CPU and 128 GB memory.

We collect the results for each 〈topology+metrics, flow
size+distribution, metric types〉 combination. For each com-
bination, we generate 10 different samples and calculate the
average, standard deviation, the minimum and the maximum.

B. Optimality and Feasibility for Heterogeneous Objectives

To understand how different network views may have an
impact on the optimality and feasibility of an application’s
objective functions, we conduct the following evaluation with
multiple objective functions.

Objective Functions: We consider three objective functions
from existing researches: 1) For the wtp objective function
case, we give each flow a random weight and optimize the
weighted throughput [37]. 2) For the fct objective function
case, we give each flow a random data size and minimizes
the total flow completion time [38]. 3) For the trc objective
function case, we divide hosts into client and server groups.
For each host in the client group, it selects the server node
with the smallest routing cost. We sum the total routing cost
as the value of the objective function.

Topology and Metrics: We use the Kdl topology (752 nodes,
1790 links) from the topology zoo. Since the coefficients of
the objective functions are generated randomly, the values of
objective functions may not be useful. Thus, we normalize the
results as follows:

Normalized =
Optimal objective using a given view

Optimal objective using raw
.

The normalized results serve as indicators of whether the
corresponding network view guarantees optimality and fea-
sibility. Consider the optimization problem is to maximize a
given objective function (as in wpt), if the normalized objective
value opt > 1, it means that the objective value is larger
than the real optimal value and thus the value is infeasible.
On the other hand, if the normalized objective value opt < 1,
it means that the objective value is smaller than the real
optimal one and thus the value is suboptimal. For optimization
problems that minimize a given objective function (fct and trc),
the conclusion is the opposite. The conditions of whether a
network view is feasible and optimal are listed in Table III.

TABLE III

CONDITIONS FOR FEASIBILITY AND OPTIMALITY

As demonstrated in Fig. 8, we can see that 1) one-big-switch
abstraction can lead to infeasible solutions in all three cases; 2)
end-to-end abstraction achieves both optimality and feasibility
for trc but can lead to infeasible solutions for wpt and fct
objective functions, indicating that it can provide accurate
flow-independent information but very inaccurate information
on flow-correlated resource (shared bottlenecks); 3) onv-both
achieves both optimality and feasibility for all cases while
the two variants also achieves optimality and feasibility for
their targeted use cases, which indicates that ONV can provide
accurate information on both flow-correlated information (onv-
bw and onv-both), flow-independent information (onv-rc and
onv-both) and the two types of metrics combined (onv-both).

C. Network Simplification

In this section, we demonstrate how much ONV can sim-
plify the network and reduce the communication overhead with
the following settings:

Metrics: We use the normalized ‖V ‖ to evaluate how much
a network view is simplified and use the number of bytes in the
encoded JSON string to evaluate the communication overhead
of an abstract network view.

As we can see form Fig. 9, ONV can simplify the network
significantly. Specifically, the bandwidth-equivalent network
view only uses less than 40% of the network elements in the
original one for all six topologies except Colt. It even uses
less network elements than the one-big-switch abstraction in
certain topologies. While the routingcost-equivalent and the
completely equivalent network views typically contain more
elements, they can still reduce 50% to 80% of the network
information for 200 flows, and 20% to 60% of the network
information even for more than 3,000 flows.

We also analyze the factors that may determine the sim-
plification results. From Fig. 9, we can see that the number
of elements increases as the number of flows increases. Thus,
we consider the largest flow requests, i.e., with 3,200 flows
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Fig. 9. Normalized ‖V ‖ for different topologies.

TABLE IV

TOPOLOGIES AND THE ABSOLUTE RESULTS FOR 3200 FLOW REQUESTS

Fig. 10. Computation time. (a) Computation time of EQUIVAGGREGATION. (b) Computation time of EQUIVDECOMPOSITION. (c) Computation time
breakdown.

and summarize the absolute values in Table IV.3 The relative
size of a given view is calculated as proportion of network
elements compared with the one in the raw view, i.e.,

relative size =
‖V ‖ of a given view
‖V ‖ of the raw view

.

As shown in Table IV, the network elements revealed in
abstract network views are much less than the ones contained
in the topologies, suggesting that on-demand network views
can protect the privacy of network providers while providing
useful information to network-aware adaptive applications.

D. Computation Time

Methodology: The time complexity depends on both the
number of flows N and the number of network elements
M . We choose 3 different numbers of flows: 800 (20 servers
and 40 clients per server), 1800 (30 servers and 60 clients
per server) and 3200 (40 servers and 80 clients per server).
For each M , we generate 10 samples for topologies AS 1221,
AS 2914 and AS 7018. For equivalent decomposition, we also
turn on/off the binary code optimization.

3Edges are bidirectional so the total number of elements in a topology is
twice the number of edges.

As we can see in Fig. 10(a), the time curve fits well with
a linear function of the number of network elements M . The
coefficients of x also roughly grows linearly as the number of
flows N , which demonstrates the time complexity analysis for
Algorithm 1 is correct.

Also, we can also see that in Fig. 10(b), the time curve also
fits with a quadratic function of M . While we cannot derive
directly from the coefficients that the time complexity is linear
with the logarithm of N , the comparison to an unoptimized
implementation (i.e., using linear scan as in Definition 4)
demonstrates an improvement of 40 to 60.

Finally we demonstrate how much each component
contributes to the total execution time. As we can see
in Fig. 10(c), the total execution is less than a minute even
for resource reservation for a lot of flows in very large
scale networks. In particular, both EQUIVAGGREGATION

(denoted as aggr) and EQUIVDECOMPOSITION (denoted
as decomp) only take a very small proportion. While the
time is sufficient to traditional traffic engineering which
may take hours or days, the operator can optionally skip the
equivalent decomposition procedure if the application-
layer scheduler demands smaller traffic engineering
intervals.
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E. Summary

In this section, we evaluate the performance of ONV thor-
oughly. We demonstrate that ONV guarantees both feasibility
and optimality for heterogeneous objective functions. ONV
can substantially reduce the number of leaked information
and also the communication overhead (up to 4.5x improve-
ment). It can produce an abstract on-demand network view
within a minute for very large scale networks (>20,000 nodes
and >25,000 edges) and flow requests (>3,000 flows). Thus,
ONV effectively enables collaborative optimization with non-
administrative network-aware adaptive applications.

VII. RELATED WORK

A. Demands for Network Views

The demands for being network-aware are quite com-
mon. For services built on top of the Internet, user
experience depends heavily on the quality of networking
service [39]–[41]. Previous studies [42] have already shown
that obtaining end-to-end metrics can significantly improve the
user experience of peer-to-peer services and content delivery
networks.

Meanwhile, several studies [38], [43], [44] have also
addressed the need to conduct flow scheduling over the net-
work, suggesting the importance of obtaining the correlations
between different data transfers. Such demands are usually
associated with traffic with large volumes, such as inter-data
center communication, e.g, Google’s globally-deployed B4 [1]
system and global data intensive science networks [26]. Feed-
ing these applications with more accurate network information
allows them to make more intelligent operating decisions.
Network information is also used to optimize video streaming
for multiple objectives, such as QoE [45] and fairness [46].

Another example where being aware of the network per-
formance can be beneficial is fine-grained routing. Latest
approaches such as the Software Defined Internet Exchange
point (SDX) [36] have enabled Autonomous Systems to set
up fine-grained forwarding rules. With the ability to query the
expected network performance, an AS would be able to make
routing decisions based not only on the cost, but also on the
real-time quality of service. Meanwhile, such information can
also be provided to QoS-based routing protocols [27], [29].

SOL [47] and CoFlow [38] are SDN-based network opti-
mization frameworks which provide abstractions to simplify
the modeling of network optimization problems. However,
it would require the optimizer to provide all the information to
the network, which jeopardizes the privacy. General collabo-
rative optimization [48]–[50] typically protects the privacy by
multiplying a monomial matrix. ONV enables collaborative
optimization by providing the network views to the optimizer,
while conducting equivalent transformations to reduce the
communication overhead as well as protect the privacy.

B. Providing Network View

The most straight-forward way of providing network views
is to use its graph representation. Several routing proto-
cols [17]–[20] including OSPF and IS-IS conceptually provide
such an abstraction of the network and it is also adopted by the

I2RS (Interface to Routing System) IETF Working group [51].
Modern SDN controllers [9]–[12] also provide the global view
using the annotated graph model.

The hose model [15] is first introduced for VPN provision-
ing in 1999. Each endpoint is associated with a hose in this
model and the details of the actual VPN tunnels are hidden.
It is sometimes referred to as the one-big-switch in the context
of SDN because the network is abstracted as a single logical
switch in this model. Because of its simplicity, the hose model
is widely used, for example, by many network programming
languages [52], [53]. SDX also uses this model to encapsulate
the underlying network topology. Data center fabrics are
highly customized for scalability [16] and can be modeled as
a non-blocking switch where congestion only occurs on access
links [23], thus, the one-big-switch abstraction is also widely
used for data center flow scheduling and tenant resource
provisioning [38], [43], [44].

The mesh model is mostly used by web-based applications
or measurement frameworks, which have no control over
the network. The mesh model consists of several flows (host
pairs) and provides a single mesh for each flow (pair) with
the associated metrics. PerfSONAR [54], Meridian [55] and
ClosestNode [56] are some concrete examples which provide
such end-to-end network views based on measurement,
while P4P [42] and the ALTO (Application-Layer Traffic
Optimization) protocol [21] are leveraging the network
providers’ information.

ONV is similar to ALTO in the sense that in both cases
information is provided by the network to non-administrative
applications, which is likely to achieve better accuracy. Mean-
while, we overcome the limitations of ALTO by adopting
the equivalence abstraction to provide fine-grained metrics,
in particular the flow correlations, which makes it possible
to suffice the demands from a broader range of applications.
This underlying philosophy also distinguishes ONV from other
(especially QoS related) routing protocols and network views
based on topological aggregation [19].

Recently Nikolenko et al. [57] has introduced an algorithm
to simplify the network topologies, which is also based on
the principle of equivalence and equivalent network trans-
formations. Compared with their work, we have a different
definition of equivalence originated from the applications’
perspective. While their work is still transforming the topol-
ogy, our equivalent transformations are based on a more
abstracted network representation which allows us to conduct
more sophisticated transformations beyond the topological
constraints. Similar ideas are also applied in some newer
researches [58], [59].

VIII. CONCLUSION

In this paper, we systematically study the problem of provid-
ing an accurate on-demand network view for application-layer
multi-flow optimization. Our abstraction is based on the princi-
ple of equivalence which guarantees generality, feasibility and
optimality. We design the ONV framework to construct equiv-
alent network views and evaluate its performance compared
with some well-known network view abstractions. Currently,
ONV leverages the SDN technology to provide the network

Authorized licensed use limited to: Yale University. Downloaded on February 23,2020 at 19:51:26 UTC from IEEE Xplore.  Restrictions apply. 



GAO et al.: OBJECTIVE-DRIVEN ON-DEMAND NETWORK ABSTRACTION FOR ADAPTIVE APPLICATIONS 817

view service in a centralized way, and leaves distributed
on-demand network view as a future extension.
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